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Abstract
Embedding models show superiority in learning represen-
tations of massive ID-type features in sparse learning sce-
narios such as recommendation systems (e.g., user/item IDs)
and graph learning (e.g., node/edge IDs). Commodity GPUs
are highly favored for their cost-efficient computing power,
which is ideally suited for the low computing demand of
memory-intensive embedding models. However, directly
running embedding model training on commodity GPUs
yields poor performance because of their deficient communi-
cation resources (including low communication bandwidth
and no PCIe P2P support).

This paper presents Frugal, an embedding model training
system tailored for commodity GPUs. Based on the observa-
tion that the communication between commodity GPUsmust
be bounced on host memory (due to no PCIe P2P support),
the key idea of Frugal is proactively flushing, where each
GPU proactively flushes its own parameters that other GPUs
will access into host memory, thereby decoupling half of the
communication overhead to non-critical paths. To alleviate
the communication contention of proactively flushing on
foreground training processes, Frugal assigns priorities to
each flush operation, and prioritizes flushing parameters that
GPUs will access while deferring others. Further, Frugal
tailors a two-level priority queue to ensure high scalability
for operations involving priorities. Frugal has been applied
to train embedding models including recommendation mod-
els and graph embedding. Experiments indicate that Frugal
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can significantly increase training throughput on commodity
GPUs, and achieve similar throughput compared to existing
systems on datacenter GPUs with 4.0-4.3× improvement in
cost-effectiveness.
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1 Introduction
Embedding models have become pivotal in the field of ma-
chine learning for their ability to effectively learn repre-
sentations of massive ID-type features in sparse learning
scenarios, such as advertising [44], recommendation sys-
tems [16, 19, 20, 48] and graph learning [14, 21, 27, 41–43, 50].
These models handle ID-type features, such as user/item IDs
or graph node/edge IDs, by mapping them to embeddings via
huge embedding tables (𝑂 (100) GB-scale, on host memory).
Different from traditional deep learning models, embedding
models show extreme memory intensity for massive ran-
dom lookups on embedding tables, and existing training sys-
tems [8, 9, 12, 38, 52] maintain multi-GPU embedding cache
by caching hot entries to reduce host memory fetching.

The training of embedding models has always relied heav-
ily on datacenter GPUs (e.g., A100/A30), known for their
extensive computational power and high-speed communi-
cation capabilities (NVLink). However, datacenter GPUs
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Figure 1. Comparison of communication mode between
datacenter and commodity GPUs.

are often prohibitively expensive, making them less acces-
sible to medium-sized enterprises, research labs, and in-
dividual researchers. In contrast, commodity GPUs (e.g.,
RTX 4090/3090) are recently more favored [18, 29, 37, 39] for
their high accessibility, adequate and higher cost-effective
computing power. For instance, the cost-performance ratio
of RTX 4090 is 5.4× that of A100.

Ideally, commodity GPUs are well-suited for the low com-
puting demand of embedding model training due to their
memory intensity. However, directly running existing train-
ing system [12] on commodity GPUs leads to a 46% reduction
in throughput (§2.4). Our analysis reveals that the chief cul-
prit is their limited communication resources due to the
lack of hardware support for PCIe peer-to-peer (PCIe P2P)
communication, which is prone to CPU involvement and
additional data bounced on host memory (Figure 1). This
causes low bandwidth of GPU collective communication
(46% ↓) and CPU-involved software overhead (up to 1.9× ↑),
which obstructs training efficiency.

This paper presents Frugal, a communication-efficient
training system designed to unlock commodity GPUs’ full
potential for embedding model training. Based on the ob-
servation that communication between commodity GPUs is
subject to be bounced on host memory due to the absence
of PCIe P2P support, the key idea of Frugal is proactively
flushing mechanism. Specifically, unlike existing systems
where all GPUs passively wait for queries from other GPUs
and all communication is on the critical path of training,
each GPU in Frugal proactively flushes its own parameters,
which other GPUs will access, into host memory. Thus, this
mitigates half of the communication overhead from the criti-
cal path and eliminates GPU collective communication, so
as to alleviate communication overhead. Further, given the
latest parameters have been flushed into host memory, GPUs
can directly retrieve parameters (missed in the local GPU
cache) from host memory, without the coordination of CPU,
thereby reducing CPU software overhead.
Based on this key idea, we propose priority-based proac-

tively flushing algorithm (§3.3), 𝑃2𝐹 algorithm for short. It
assigns a priority to each flush operation and prioritizes those

that are about to be accessed while selectively deferring oth-
ers. Specifically, priority is defined as the next-to-be accessed
step number by anticipating future access of the correspond-
ing parameters. Frugal records metadata (referred to as g-
entry) for each parameter update, and maintains all g-entries
in a global priority queue (PQ). Frugal also runs multiple
background threads to continuously dequeue g-entries from
this PQ and flush the corresponding embedding updates into
host memory.
Since proactively flushing runs asynchronously in the

background, to prevent GPUs from reading outdated embed-
dings on host memory (i.e., ensuring consistency1), 𝑃2𝐹

algorithm utilizes the numerical relationship between the
next-to-train step number and the front of PQ, to appropri-
ately block foreground training processes when necessary.
We formally prove our algorithm satisfies synchronous con-
sistency in §3.3.

Since the throughput of proactively flushing directly deter-
mines the stall time of training processes, Frugal introduces
parallel flushing mechanism (§3.4) to improve efficiency of
flushing. Specifically, we find that the scalability of PQ deter-
mines flushing efficiency. Thus, Frugal tailors a two-level
PQ data structure for our scenario. Based on the observation
that 𝑃2𝐹 algorithm has a finite range of priority values, PQ is
characterized by a layer of priority index pointing to a lock-
free g-entry hash table whose entries share the same priority.
Thus, Frugal enjoys great scalability and time complexity of
𝑂 (1) for all PQ-related operations, in contrast to 𝑂 (log𝑁 )
complexity and severe near-root conflicts in traditional tree
heap, where 𝑁 is the number of parameters.
We evaluate Frugal with typical embedding models in-

cluding graph embedding models and recommendation mod-
els on an 8× RTX 3090 server. Compared with SOTA train-
ing systems in their respective fields (i.e., DGL-KE [1] and
NVIDIA HugeCTR [12]), Frugal boosts throughput by 1.2-
1.4× and 6.1-8.7× respectively. Compared with existing sys-
tems on datacenter GPUs, Frugal can achieve similar through-
put using merely RTX 3090s, with a 4.3× cheaper cost.
Overall, this paper makes the following contributions:

• It analyzes two pitfalls of existing training systems on
commodity GPUs, i.e., low collective communication band-
width and CPU involvement overhead.

• It introduces Frugal, an embedding model training sys-
tem on commodity GPUs, with goals of alleviating GPU-
GPU communication and reducing CPU-involvement over-
head by parallel flushing GPU-GPU communication to
host memory proactively.

• Comprehensive experiments demonstrate the effective-
ness and efficiency of Frugal’s design.
Code of Frugal is available at https://github.com/thustorage/

Frugal.

1Frugal achieves synchronous consistency [40, 49], i.e., never read/modify
an outdated parameter. Thus, Frugal does not affect model convergence.

https://github.com/thustorage/Frugal
https://github.com/thustorage/Frugal
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Figure 2. (a) Simplified embedding model structure. (b) Ar-
chitecture of existing multi-GPU training systems.

2 Background and Motivation
2.1 Embedding Model
Model structure. Embedding models drive the main rev-
enues of technology companies, leading to substantial in-
vestments in computational resources for their development
and deployment. For example, Meta states that around 79%
of the computation resources of their AI datacenter are spent
on embedding models [31, 35].

Unlike classic deep learning models used in CV and NLP,
embedding models are primarily applied to learning tasks
on high-dimensional ID-type features (IDs) such as user IDs
and graph node IDs. Since IDs can not be fed into DNN di-
rectly, embedding models leverage the embedding technique
to bridge IDs to DNN. As illustrated in Figure 2a, embed-
ding models consist of two parts: embedding layer (embed-
ded tables) and DNN. 1) The embedding layer is used to
process IDs by mapping original high-dimensional IDs to
low-dimensional dense vector representations (called em-

beddings), which can then be fed into DNN for learning.
Specifically, for each type of ID, the embedding layer main-
tains a two-dimensional matrix called embedding table with
a shape of 𝑐 × 𝑑 where each row represents an embedding
vector. Here, 𝑐 denotes the size of the value domain space for
this type of feature, and 𝑑 denotes the embedding dimension.
With embedding tables, the embedding layer treats IDs as
keys and looks up dense low-dimensional embedding vec-
tors (values) on them. 2) The DNN layer handles both dense
inputs (omitted in this figure) and embedding vectors. It com-
bines dense inputs with all embedding vectors, aggregating
them as inputs to DNN for the final prediction.

Embedding bottleneck. Extensiveworks from both acad-
emy [46, 47] and industry[22, 23, 25, 55] report that the em-
bedding layer tends to become the performance bottleneck.
For example, Alibaba [22, 23] and Facebook [25] reported
that the embedding layer of their production models account
for over 60% time. Thus, Frugal mainly focuses on optimiz-
ing embeddings. In this paper, we interchangeably use the
term embedding and parameter .

Datacenter GPU
(A100)

Commodity GPU
(RTX 4090)

Tensor FP16 312 TFLOPS 330 TFLOPS
Tensor FP32 156 TFLOPS 83 TFLOPS

Memory Capacity 80 GB 24 GB
Link Bandwidth 900 GB/s (NVLINK) 64 GB/s (PCIe 4.0)

Price $16000 $1600
Dollar per FP32-TFLOPS 103 $/TFLOPS 19 $/TFLOPS

Table 1.Main characteristics comparison between commod-
ity GPUs and datacenter GPUs.

Multi-GPU embedding model training. As shown in
Figure 2b, existing multi-GPU embedding model training
systems [12, 38] tend to maintain multi-GPU embedding
cache to absorb accesses to host memory. In these systems,
to query or modify the latest parameters on other GPUs,
it is subject to i) collective communication overhead (➋➍),
and ii) CPU-involvement software overhead (➊➎). These
overheads get more severe on commodity GPUs, as we will
describe later.

2.2 Commodity GPU
GPUs can be classified into two categories: data center GPUs
(e.g., NVIDIAA100, A30) and commodity GPUs (e.g., NVIDIA
RTX 3090, 4090). Table 1 lists the main characteristics of a
representative GPU from each category. Datacenter GPUs
tend to be overpriced and some of the top-tier models (e.g.,
A100-SXM) are sold in 8-card bundles only. Therefore, for
medium-sized companies, research labs, or individual re-
searchers, commodity GPUs are often a more cost-effective
choice. Commodity GPUs bring both opportunities and chal-
lenges to embedding model training:
• Opportunities: Adequate and cost-effective compu-
tational power. As shown in Table 1, commodity GPUs
such as RTX 4090 now offer comparable FP32 TFLOPS to
datacenter GPUs such as A100, with even greater FP16
TFLOPS surpassing the A100, yet priced at only a tenth of
A100’s cost. In terms of the cost-performance ratio ($/T-
FLOPS), RTX 4090 is only 18.4% of A100’s cost.

• Challenges: Limited communication resources. How-
ever, compared to datacenter GPUs, commodity GPUs suf-
fer from limited communication resources. As shown in
Figure 1b, new commodity GPUs do not support NVLink
and PCIe P2P [28]. They need CPU to coordinate cross-
GPU communication and bounce the data on host memory.
The GPU→host memory→GPU copy not only increases
the communication latency but may lead to bandwidth
bottlenecks at the CPU root complex [18].
Discussion: Speculation on communication resources

of future commodity GPUs. Over time, NVIDIA has grad-
ually weakened the communication capabilities in commod-
ity GPUs to differentiate them from datacenter GPUs. Early
models (e.g., TITAN) supported both additional link (NVIDIA
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SLI [5], which can link together 4 GPUs) and PCIe P2P, then
only 2-GPU NVBridge [6] (10/20-series), and now no P2P
supported (30/40-series). Based on this historical trend, we
think that it is highly likely that support for P2P on com-
modity GPUs will not be reinstated.

2.3 Unified Virtual Addressing (UVA)
CUDA provides the Unified Virtual Addressing (UVA) [2]
feature, which allows mapping of the current GPU memory,
other GPU memories, and host memory to the same virtual
address space, so that GPU kernels can directly access the
entire virtual address space using load/store instructions.
For fine-grained data access, UVA can achieve much lower
latency compared to DMA engine copies (cudaMemcpy), as
the entire process does not require CPU involvement [51].
Due to hardware limitations, the UVA feature on cur-

rent commodity GPUs is restricted. Unlike datacenter
GPUs supporting direct access to both host memory and
other GPUs, commodity GPUs only support direct access to
host memory, but not to other GPUs.

2.4 Motivation
Experiment: impact of commodity GPUs on embed-
ding model training. While there have been numerous
research works [4, 8, 38] on embedding model training, they
are specially designed for datacenter GPUs, relying on PCIe
P2P features that are not available on commodity GPUs.
We take NVIDIA HugeCTR [4] as an example and run a
microbenchmark to analyze the performance difference of
existing systems between datacenter and commodity GPUs.
HugeCTR is an NVIDIA-customized embedding model train-
ing framework for recommendation and advertising models,
which integrates distributed GPU caching to reduce host
memory access. We train a DLRM [35] model on a real-world
dataset (Avazu [10]) with 4 RTX 3090 and 4 A30 GPUs re-
spectively; Both types of GPUs are linked with the same
PCIe 4.0 bus (with a link bandwidth of 32 GB/s); please see
§4 for the detailed server configurations.

Figure 3a illustrates that the training throughput on com-
modity GPUs decreases by up to 37% compared to datacenter
GPUs. To analyze the underlying reasons behind this per-
formance gap, we decouple the time spent on one iteration
(including forward, backward, and optimizing steps) into the
following components: collective communication (comm.),
host memory access (host DRAM), local GPU cache access
(cache), and other operations like DNN computation (other).
As shown in Figure 3c, the performance gap between two
types of GPUs mainly arises from 1) collective communica-
tion, and 2) cache miss processing (i.e., host DRAM time).
Analysis. Based on the above results, we find that there

are two reasons leading to the performance gap.

1) Low collective communication bandwidth. A high per-
centage (54 − 72%) of time difference is collective communi-
cation. As stated in §2.1, the main communication pattern
of distributed embedding model training is all_to_all primi-
tive, which is used for exchanging inputs (embedding keys)
and outputs (embeddings) of GPU cache queries. However,
according to our benchmark (Figure 3b), the all_to_all com-
munication bandwidth on commodity GPUs is only 54% of
that on datacenter GPUs. The primary reason is the lack of
support for PCIe P2P communication in commodity GPUs,
which introduces additional copying overhead with data
transfer through the host memory’s bounced buffer.
2) CPU involvement overhead during GPU-GPU commu-

nication. Since commodity GPUs lack the support of both
PCIe P2P and UVA features during GPU-GPU communi-
cation, missing parameters in local GPU caches must be
intermediated by CPU software, which introduces multiple
additional data copies [51] (Figure 2b). This results in cache
miss path processing time accounting for up to 43% of the
entire caching system.
We summarize §2.2 and this section: with adequate and

cost-effective computational power, commodity GPUs should
have been the ideal choice for memory-intensive embedding
model training. However, existing systems are designed only
for datacenter GPUs. Without consideration of the limited
communication resources of commodity GPUs, existing sys-
tems are bottlenecked by communication and can not fully
unleash the potential of commodity GPUs.

3 Design & Implementation
We introduce Frugal, a multi-GPU embedding model train-
ing system tailored for commodity GPUs, with the purpose
of overcoming the deficiency of communication resources
and fully leveraging the cost-effectiveness advantages of
commodity GPUs. As shown in Figure 5, Frugal follows the
basic structure of existing systems, organizing commodity
GPU memory and host memory into a two-tiered structure,
where GPU memory caches hot parameters.

Frugal focuses on synchronous training instead of asyn-
chronous training for the following reasons. First, asyn-
chronous training is notorious for poor model convergence,
which may bring significant revenue losses and is unaccept-
able in key applications of embedding models (e.g., recom-
mendation, advertising). For example, prior work has shown
that asynchronous training can cause up to an 8% drop in
AUC [32], while Alibaba reports that even a modest 0.1% de-
cline in AUC can translate into a significant revenue loss for
commercial systems [56]. Second, synchronous training is
the mainstream training paradigm in industrial applications.
Prominent industrial embedding training frameworks only
support synchronous training (e.g., NVIDIA HugeCTR).
In this section, before describing the detailed designs of

Frugal, we first outline its key idea.
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between Frugal and existing systems are denoted as ➀-➂.

3.1 Key Idea
The observation of Frugal is that the communication be-
tween commodity GPUs must be bounced on host memory,
which can be retrofitted for maintaining consistency among
multiple GPU caches at low cost. Based on this observation,
Frugal introduces the key idea of proactively flushing.
Key idea: proactively flushing. As shown in Figure 4,

unlike existing systems where all GPUs passively wait for
queries from other GPUs and all communication is on the
critical path of training (Figure 4a), Frugal decouples GPU-
GPU communication (e.g., GPU1→GPU0) into two steps,

1) GPU1→host memory (on the non-critical path): where
GPU1 proactively flushes the latest parameters that GPU0
needs to access into host memory, by foreseeing future pa-
rameter access traces.

2) host memory→GPU0 (on the critical path): whereGPU0
directly reads all non-local parameters on host memory.

With such decoupling design, Frugal can reduce the com-
munication latency exposed in the critical path by hiding

half of the communication in the non-critical path. Note
that Frugal does not introduce any additional data move-
ment in terms of GPU communication, since for commodity
GPUs, the inter-GPU communication is inherently required
to bounce on the host memory.
Aside from hiding communication overhead, proactively

flushing provides another benefit: alleviating CPU (software)
overhead by UVA-enabled host memory retrieving. Given
that proactively flushing has ensured the latest parameters
can always be flushed into host memory before GPU re-
trieving, Frugal can eliminate the coordination of CPU and
transfer the cache miss path processing from CPU-side soft-
ware to GPU-side hardware. Specifically, Frugal fuses the
local GPU cache access and host memory access into one
GPU kernel by utilizing the limited UVA features of com-
modity GPUs. It enables GPUs to directly access parameters
in host memory with a zero-copy manner, fully bypassing
CPU and eliminating the additional data copies (§2.4).

Challenges.Although the key idea of proactively flushing
is conceptually simple, the real challenge lies in a crucial
question: how to maintain the consistency of proactively
flushing with low overhead? It can be boiled down to two
following challenges.

First, we need to ensure the correctness of training consis-
tency. In other words, proactively flushing needs to be done
in a timely manner, so as to prevent GPUs from reading out-
dated versions of parameters from host memory. As stated in
§3, inconsistency may result in reduced model accuracy or
even non-convergence of training. Second, we need to mini-
mize the cost of flushing. A straightforward write-through
flushing policy for all the updates leads to long stalls in GPU
computation (§4.3).

Our solution. To achieve the two aforementioned goals,
Frugal introduces priority-based proactively flushing algo-
rithm (𝑃2𝐹 algorithm, §3.3). Its key idea is to prioritize flush-
ing parameter updates that are about to be accessed to host
memory, while selectively deferring others. We define a pa-
rameter update’s priority as the training step number at
which each parameter will be accessed next. Then, Frugal
organizes all lingering updates using PQ.
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To ensure correctness, Frugal utilizes the numerical rela-
tionship of the front of the PQ, to stall foreground training
processes when necessary, and prevent them read outdated
parameters on host memory. We prove that our algorithm
satisfies synchronous training consistency.

To achieve a high efficiency, we introduce parallel flushing
mechanism (§3.4) to speedup priority-related operations in
𝑃2𝐹 algorithm. We find that the PQ scalability is the key to
flushing efficiency. Thus, Frugal tailors a high-performance
two-level concurrent PQ data structure and adopts scenario-
specific optimization to improve flushing efficiency.

3.2 Frugal Overview
As shown in Figure 5, Frugal primarily consists of two
types of processes: training process and controller process.
There are a total of 𝑛 training processes, where 𝑛 represents
the GPU count. Each training process handles model train-
ing while maintaining private embedding caches of each
GPU. The controller process manages the complete set of
parameters in host memory, and exposes them to all training
processes via a shared memory interface. The controller pro-
cess proactively flushes parameter updates (first buffered in
the update staging queue) into host memory by running 𝑃2𝐹

algorithm (§3.3), with the help of a customized two-level PQ
(§3.4).

The controller process comprises four main components.
1) Sample queue. Frugal prefetches all IDs of 𝐿 steps in

the future, and stores them in this queue. Here, 𝐿 is a hyper-
parameter that is set to 10 by default.
2) Update staging queue. This queue maintains all param-

eter updates that will be flushed to host memory. After a
training process updates the cache in its local CPU, it also
inserts the updates into the update staging queue.

3) Two-level priority queue (PQ).A customized PQ supports
high-concurrency operations such as enqueue, dequeue, and
adjusting the priority of an existing element (adjustPriority).
It maintains delayed updates according to their priority. Up-
dates in the PQ are sorted based on their next access time
(i.e., priority); updates to items accessed earlier have a higher
flush priority (§3.3).

4) Flushing threads. The controller process maintains sev-
eral background flushing threads, each independently fetch-
ing the highest-priority parameter updates from the PQ and
flushing them to host memory (§3.4).
With the assistance of these components, the parameter

query and update operations in Frugal proceed as follows:
For parameter query operations in forward, the training

process first checks its local GPU cache. If not found, Fru-
gal utilizes the UVA feature of GPU to directly access the
complete set of parameters in host memory, achieving CPU-
bypass and zero-copy retrieval of the missing parameter.

For parameter update operations in backward, the training
process first updates the local GPU cache and then inserts the
parameter update into update staging queue while notifying

GPU0 GPU1 GPU2 GPU3

host memory
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(CPU-bypass)

Controller Process
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Training Processes

Sample
queue
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Two-level
priority queue (PQ)
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thread
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Figure 5. Frugal design overview.

the controller process. In the background, the controller pro-
cess records them in the corresponding g-entries, and adjusts
their priorities in the PQ. Finally, when the updates dequeue
from PQ, flushing threads flush them into host memory and
finish updates.

3.3 Priority-based Proactively Flushing (𝑃2𝐹 )
Algorithm

Frugal designs 𝑃2𝐹 algorithm to timely flush updates to
host memory before GPU reads in priority. In this section,
first, we introduce the structure of metadata (i.e., g-entry)
maintained for each parameter to calculate priority. Then,
we give a formal definition of priority. Next, we describe
the specific algorithm and provide an example illustrating
its detailed process and advantages over the write-through
strategy. Finally, we prove that our algorithm satisfies syn-
chronous training consistency.

Metadata of parameters (g-entry). To calculate the pri-
ority, Frugal maintains metadata (referred to as g-entry) in
PQ for two categories of parameters: i) Parameters soon to
be accessed (i.e., those in the sample queue). ii) Parameters
with pending updates not yet flushed to host memory (i.e.,
those in the update staging queue).

Specifically, each g-entry includes four following fields:
• key: the key of parameter.
• 𝑅 set: read set, a collection of training step numbers which
the parameter will soon be accessed.

• 𝑊 set: write set, a collection of ⟨step_no, Δ ⟩ pairs record-
ing all pending parameter updates not yet flushed to host
memory, where Δ represents gradients.

• priority: priority of this g-entry. A numerically smaller
priority means the target item is accessed earlier, and
needs to be flushed earlier. Formally, the priority of each
parameter’s g-entry is defined as in Equation (1):

𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 =

{
min{𝑅 set }, when𝑊 set ≠ ∅
∞,when 𝑅 set = ∅, or𝑊 set = ∅ (1)

Algorithm details. For training processes, assume the
current training step number (step_no) to be trained is 𝑠 .
1) The condition for starting training at step 𝑠 is: the priority
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Figure 6. Example of 𝑃2𝐹 algorithm. The prefetching training step length 𝐿 = 2. All modifications to g-entries are highlighted
in red. The below table shows the contents of PQ, where 𝑝 represents the priority of g-entries.

value at the front of PQ is strictly greater than 𝑠 . 2) Once the
condition is met, the training process completes the forward
and backward computations of the neural network. The gra-
dients produced by the backward process are transferred
to the update staging queue. 3) The controller process re-
moves 𝑠 from the 𝑅 set of g-entry corresponding to the batch
parameters, and inserts s and the gradient into the𝑊 set;

The controller process is primarily responsible for sample
preloading and transferring elements from the update stag-
ing queue to the PQ. 1) It maintains a separate prefetch thread
that, whenever the depth of the sample preload queue is less
than 𝐿 (assuming the current depth is 𝐿_𝑛𝑜𝑤 ), prefetches pa-
rameter keys to be accessed in the next (𝐿−𝐿_𝑛𝑜𝑤) steps and
stores them in the sample queue. For each prefetched param-
eter, assuming its access step number is 𝑠 , 𝑠 is inserted into
its g-entry’s 𝑅 set. 2) It continuously retrieves elements from
the update staging queue (in the form ⟨𝑘𝑒𝑦, 𝑠𝑡𝑒𝑝_𝑛𝑜,Δ⟩), and
inserts the gradient Δ and training step number step_no into
the 𝑅 set of the corresponding g-entry.
In addition, the controller process also maintains several

background flushing threads. They continuously retrieve
the g-entry with the highest priority (i.e., numerically small-
est priority) from the PQ and flush the parameter updates
recorded in its𝑊 set to host memory.

Example. Figure 6 illustrates a specific example of the 𝑃2𝐹

algorithm. ❶ Before training step 0, the controller process
performs a lookahead for parameter keys to be accessed
at step 0 (𝑘2, 𝑘3, 𝑘1) and step 1 (𝑘2) respectively. It sets the
𝑅 set of the corresponding g-entry in the PQ and updates
their priorities. ❷ At this point, the priority at the front of
the queue is ∞, which is numerically greater than step 0,
so training step 0 proceeds directly without block. ❸ After
completing training for step 0, the training process generates
the gradient Δ{2,3,1} . Subsequently, the controller process
removes step 0 from the 𝑅 set of Δ{2,3,1} ’s g-entry and inserts
<0,Δ{2,3,1}> into the𝑊 set of Δ{2,3,1} ’s g-entry. ❹ Before

training step 1, the controller process performs a lookahead
for parameter keys to be accessed at step 2 and sets the R
set, updating the priorities. ❺ At this point, the priority at
the front of the queue is 1, which is not greater than step 1,
so training processes are blocked. ❻-❼ Training for step 1
does not begin until the flushing thread writes Δ1,2 to host
memory. ❽-❿ Training of step 2 proceeds as steps 0 and 1.
After training, the system waits for flushing threads to write
all deferred parameter updates to host memory.
In this example, because parameter 𝑘_3 is not accessed

after step 0, the 𝑃2𝐹 algorithm delays flushing the update
of the gradient generated for 𝑘_3 at step 0, until after step
2 (as indicated by the blue dashed box in Figure 6). This
demonstrates the superiority of 𝑃2𝐹 algorithm, which prior-
itizes flushing parameters that are about to be accessed soon
while deferring updates for other parameters. In this way,
our algorithm can effectively reduce the computation stall,
caused by flushing, of foreground training processes, thus
improving training efficiency.

Proof of synchronous consistency.Here, we prove that
the 𝑃2𝐹 algorithm adheres to synchronous training consis-
tency. The proof is divided into two components: i) From syn-
chronous training consistency, we prove that synchronous
training consistency is equivalent to invariant (2). ii) From
the 𝑃2𝐹 algorithm, we prove that it guarantees the fulfillment
of invariant (2).

At step 𝑠 , there does not exist any g-entry that simul-
taneously satisfies: {

𝑊 set ≠ ∅
𝑠 ∈ 𝑅 set (2)

For i), from synchronous training consistency, it is equiv-
alent to the following statement that at any given moment,
there should be no read operations on "stale parameters",
which refers to parameters with pending updates. Given that
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the 𝑅 set of g-entry records future read sets and the𝑊 set
records pending updates, this is equivalent to invariant (2).

For ii), from the process of the 𝑃2𝐹 algorithm, note that the
condition of step 𝑠 is that the priority value of the frontmost g-
entry in the PQ strictly exceeds 𝑠 . According to the definition
of priority (Equation (1)), at this point, no g-entry satisfies
both a non-empty𝑊 set and the existence of elements in the
𝑅 set less than or equal to 𝑠 . This ensures the fulfillment of
invariant (2).

In conclusion, the 𝑃2𝐹 algorithm adheres to synchronous
training consistency. □

3.4 Parallel Flushing
As described in §3.3, flushing threads involve numerous high-
concurrency operations of PQ, including enqueue, dequeue,
and adjust priorities. In practice, the PQ performance signifi-
cantly impacts training performance for two main reasons: 1)
The performances of enqueue and adjusting priorities affect
the time of backward pass. During the backward pass, ad-
justing priority is on the critical path. 2) The performance of
dequeue affects the throughput of flushing threads, thereby
determining the training processes’ stall time.
The straightforward implementation of a PQ is using a

classic binary tree min-heap. However, its performance is
suboptimal in our practice (please see Exp #4). It suffers
from O(log𝑁 ) operation complexity (where 𝑁 is the number
of parameters) and limited concurrency caused by near-root
contention.
Two-level concurrent priority queue. Based on the

characteristics of 𝑃2𝐹 algorithm, Frugal customizes a two-
level PQ. The idea is primarily based on the following obser-
vations: i) According to the definition of priorities of Equa-
tion (1), the priority values range within a finite set which
contains integers from 0 to𝑚𝑎𝑥_𝑠𝑡𝑒𝑝 . Here𝑚𝑎𝑥_𝑠𝑡𝑒𝑝 is the
maximum number of training steps. ii) The priority value of
a specific g-entry never decreases.
Figure 7 illustrates the structure of two-level PQ. It con-

sists of two levels: the first level is a priority index, which is a
pointer array of length (𝑚𝑎𝑥_𝑠𝑡𝑒𝑝 + 2). Each slot represents
a priority value (ranging from 0 to𝑚𝑎𝑥_𝑠𝑡𝑒𝑝 , or∞), point-
ing to the second level, a hash table of g-entries with the
same priority value. The second level employs a lock-free
dynamic scalable hash table structure [34], offering excellent
concurrency performance and efficient memory usage facing
dynamic capacity changes.

The operations in the two-level PQ are as follows:
• Enqueue: Based on the priority of the g-entry, insert it
directly into the corresponding g-entry hashtable.

• Dequeue: Sequentially scan the priority index from priority
0, until finding a non-empty hashtable, and dequeue one
g-entry from it. Dequeue can be batched to remove the
repeated scanning overhead.

• AdjustPriority: Suppose the priority of g-entry changes
from𝑝_𝑜𝑙𝑑 to𝑝_𝑛𝑒𝑤 . To prevent concurrency errorswhere

max_step……3210 	∞Priority 
Index

Enqueue
AdjustPriority

scan Lower
bound

Upper
bound

OPT：scan range compression

g-entry hashtable
with priority 3

batched Dequeue

Figure 7. Structure of two-level priority queue tailored for
𝑃2𝐹 algorithm.

readers (dequeue operations) might not find the g-entry
in two corresponding hash tables, Frugal first inserts the
g-entry into the hash table corresponding to 𝑝_𝑛𝑒𝑤 , then
deletes it from the hashtable corresponding to 𝑝_𝑜𝑙𝑑 . De-
queue operations can identify an inconsistent g-entry by
comparing its priority with the priority of the hash table
in which it resides.
Frugal’s PQ design overcomes issues with the tree heap

structure. First, the time complexity of PQ-related operations
reduces to O(1). Moreover, it exhibits superior concurrency
performance (as demonstrated in §4), significantly reducing
the stall time of training processes. Additionally, the two-
level PQ is further optimized for Frugal’s scenario with the
following customization.
Optimization: scan range compression. In the orig-

inal design, the dequeue operation scanned from priority
0 sequentially, which could be costly given the length of
the priority index (i.e., step count during model training).
This optimization improves dequeue efficiency by compress-
ing the priority range that needs scanning. Its key obser-
vation is that the priority value of a specific g-entry never
decreases. Specifically, Frugal maintains two global vari-
ables that record the lower and upper bounds of all g-entry
priority values (excluding ∞). During dequeue scanning, it
only scans two intervals: ➀ the interval determined by the
upper and lower bounds, and ➁ ∞. Frugal ensures that
these intervals cover all g-entry priority values (not violate
correctness) but does not guarantee they are the exact supre-
mum and infimum (not ensuring accuracy).
The values for the bounds are determined as follows: as-

suming the current step is 𝑠 , for the lower bound, as the
priority value of each g-entry only increases, whenever an
item is dequeued, the lower bound is updated to its priority
value. For the upper bound, since the control process only
prefetches parameters for the next 𝐿 steps, the upper bound
is set to (𝑠 + 𝐿). In experimental evaluations, for PQ with
millions of entries, this optimization can reduce the time of
dequeue operation by 28%.
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Dataset #Vertexes #Edges #Relations Model Size

KG FB15k 592k 15k 1.3k 52 MB
Freebase 338M 86.1M 14.8K 68.8 GB
WikiKG 87M 504 M 1.3k 34 GB
Dataset #Features #IDs #Samples Model Size

REC
Avazu 22 49 M 40M 5.8 GB
Criteo 26 34 M 45M 4.1 GB

CriteoTB 26 882 M 4.37B 110.3 GB

Table 2. Datasets used in the real-world applications.

4 Evaluation
4.1 Experimental Setup
Testbed. We run experiments on a server with two Intel
Gold 6130 CPUs at 2.1 GHz, 1.5 TB of DRAM, and 8 NVIDIA
RTX 3090 commodity GPUs. Each GPU is connected to the
host via a PCIE 4.0×16 link.

Workloads. We use the following two workloads.
Synthetic workloads.We synthetic different embeddingmodel
traces to test Frugal and other baseline systems under dif-
ferent embedding ID (key) distributions. We generate keys
using three types of distributions: uniform distribution, and
Zipfian skewed distributions with parameters 0.9 and 0.99.
Unless otherwise specified, the embedding key space size
is 10 million, the embedding dimension is 32. In this work-
load, we only test the embedding part in the forward and
backward pass, and eliminate the DNN computation part.
Real-world workloads. We use two representative types of
real-world embedding models: knowledge graph (KG) and
recommendation models (REC). i) For the KG model, the
experiments use FB15k [15], Freebase [13] and WikiKG [7]
as the datasets. The model tested is TransE [15], with an
embedding dimension of 400 and a negative sampling batch
size of 200. Unless otherwise specified, the training batch
sizes for the two datasets are 1200 and 2000, respectively.
All these hyperparameter settings are consistent with those
in the original DGL-KE paper[54]. ii) For the REC model,
we use three real-world datasets, Avazu [10], Criteo and
CriteoTB [11]. The tested model is Facebook DLRM[35], with
an embedding dimension of 32. The DNN part employs a
fully connected network with the structure of 512-512-256-1.
All hyperparameter settings are consistent with those used
in the DLRM code repository [3]. Unless otherwise specified,
the default batch size is 1024.

We primarily evaluate only one representative model per
application, as different models typically share a similar em-
bedding layer, and all of our techniques focus on optimizing
this part. We will evaluate the sensitivity of all competitor
systems to different models in Exp #11.

Competitor systems. We compare Frugal with SOTA
training systems in their respective fields. i) For KG, we
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Figure 8. (Exp #1) Microbenchmark.

compare Frugal with DGL-KE (without caching) and DGL-
KE-cached (a variant integrated with a multi-GPU cache).
ii) For REC, we compare Frugal with PyTorch (without
caching) and HugeCTR (with caching). Since the multi-GPU
caching feature of HugeCTR has not yet been integrated into
PyTorch, and DGL-KE is implemented based on PyTorch, to
ensure a fair comparison, we re-implement its multi-GPU
cache within PyTorch. Additionally, the experiments also
evaluate a baseline version of Frugal, called Frugal-Sync,
which uses a write-through strategy to synchronously flush
all updates to host memory.

Unless otherwise specified, all experiments use the follow-
ing configurations by default: the cache size (ratio) is set to
5% of the total parameters for the GPU-cached model, all
throughputs refer to samples per second, all GPUs on the
server are utilized by default, and 8 flushing threads are used.

Accuracy is not tested in the evaluation, as all competitor
systems meet the synchronous training consistency (§3.3).
We also omit the testing of cache hit ratios, as all competitor
systems follow the existing cache strategy in HugeCTR, thus
they share a similar hit ratio.

4.2 Microbenchmark
Exp #1: Microbenchmark. Frugal focuses on the embed-
ding process. To understand its effectiveness and eliminate
interference from DNN computations and KG-specific oper-
ations (graph sampling), we use synthetic workloads to eval-
uate the throughput of Frugal and other systems. We also
evaluate a UVM-capble [26] baseline system, called PyTorch-
UVM. It leverages the Unified Virtual Memory (UVM) in-
terface provided by CUDA to unify all GPUs’ memory and
host memory in one global unified virtual memory space.
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However, the performance of PyTorch-UVM is two orders of
magnitude slower than other systems. The reason is that
the minimum migrating granularity (page size) of UVM is
4KB, while the granularity of model updating is an embed-
ding (∼512B). Thus, UVM’s excessively large granularity will
cause a lot of additional data movement overhead. For this
reason, we emit its results in the following experiments.

From Figure 8, we observe that: first, Frugal’s throughput
is significantly higher than that of PyTorch, HugeCTR, and
Frugal-Sync, respectively reaching 1.5-10.2×, 4.3-11.3×, and
3.3-5.1×. The only exception is that when the batch size is ex-
tremely small, such as 128, the throughput of cache-enabled
systems is lower than that of PyTorch. This is because the
benefits brought by multi-GPU caching are outweighed by
the collective communication overhead.

Second, as the batch size increases, all cache-enabled sys-
tems can better leverage the advantages brought by GPU par-
allelism, yielding better performance. Third, straightforward
multi-GPU caching (HugeCTR) shows little performance
variance under different distributions. This is mainly due
to its communication overhead and CPU-involved software
overhead becoming the bottleneck for cache queries, while
the impact of cache hit rate remains minimal. Fourth, com-
pared to HugeCTR, Frugal-Sync and Frugal consistently
exhibit better throughput across different distributions and
cache sizes. We will analyze them detailedly in Exp #5.

4.3 Techniques
We evaluate the effectiveness of our proposed techniques and
show how much they contribute to the final performance.
Exp #2: Priority-based proactively flushing algorithm.
In Figure 9, we compare 𝑃2𝐹 algorithmwith thewrite-through
flushing scheme (denoted as SyncFlushing). We evaluate
the stall time of training processes and end-to-end training
throughput, the metrics that the flushing schemes mainly
affect. This experiment uses a synthetic workload with a
Zipfian-0.9 distribution and a 1% cache ratio; similar results
are observed with other settings.
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We make the following two observations. 1) From Fig-
ure 9a, we can see that 𝑃2𝐹 algorithm can reduce the training
stall time by 34-101×, compared to SyncFlushing. The reason
is that 𝑃2𝐹 algorithm decouples some embedding updates
to non-critical paths. In contrast, SyncFlushing immediately
commits all the updates in the critical path, resulting in a
longer stall. 2) The reduction of stall time can improve the
end-to-end throughput by 3.5-5.3×, as shown in Figure 9b.
Exp #3: UVA-enabled host memory access. Frugal lever-
ages UVA-enabled host memory access to circumvent CPU
overheads when accessing host memory. This experiment
compares the performance of UVA-enabled host memory
access (Frugal) with CPU-involved host memory access
(PyTorch and HugeCTR).

Figure 10 shows the query latency of CPU-involved access
and UVA-enabled access across different batch sizes. For the
same batch size, UVA-enabled access lowers the host memory
access latency by 3.1-3.4×. This improvement is partly due
to the high concurrency of GPU, which enhances memory
access parallelism, and partly due to UVA can avoid extra
copy overhead on GPU (indicated by the arrow).
Exp #4: Two-level priority queue. This experiment com-
pares two different concurrent PQ designs: TreeHeap and
Frugal’s two-level PQ. TreeHeap is a concurrent binary tree
heap using per-node spinlocks. Both PQs are integrated into
the Frugal system to evaluate their real performance impact.
The experiment is conducted on KG model using Freebase
dataset; results on REC models share a similar conclusion.
We measure three metrics: a) The mean time to com-

plete all g-entries updates of a batch, which reflects the
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efficiency of concurrent enqueue and adjustPriority oper-
ations. b) Stall time of training processes, which reflects the
efficiency of concurrent dequeue operations. c) End-to-end
training throughput.
Figure 11 shows the results. a) Frugal is 1.2-1.4× faster

than TreeHeap for completing g-entry updates in a batch.
b) Frugal reduces stall time by 74.0-106.8×, lowering the
stall time to milliseconds. This is because the 𝑂 (1) dequeue
in two-level PQ is more efficient than 𝑂 (log𝑛) in TreeHeap.
c) The efficiency of two-level PQ increases the training through-
put of Frugal by 2.1-3.3× compared to TreeHeap.
Exp #5: Contributions of techniques to performance.
To further analyze the contribution of the aforementioned
techniques to the final performance, we break down the
time of a single training step under a synthetic workload
with a Zipfian-0.9 distribution. The meaning of each metric
is the same as in §2.4. Figure 12 shows the results. First,
compared to PyTorch, HugeCTR introduces GPU cache and
significantly reduces host memory time by 22-55%. However,
this reduction comes at the cost of a 0.3-5.8× increase in the
cache update and collective communication.

Second, the introduction of synchronous flushing (Frugal-
Sync) reduces collective communication overhead in the for-
ward pass by approximately 29-53%, since it only accesses
local GPU cache. Additionally, Frugal-Sync accelerates host
embedding access by leveraging the UVA feature, reduc-
ing host memory time by up to 76%. As a result, Frugal-
Sync enhances training throughput by 1.2-2.8× compared
to HugeCTR. However, the performance improvement of
Frugal-Sync remains limited. The reason is that its write-
through policy may cause a long stall to aggregate all gradi-
ents and update parameters on DRAM.

Third, based on Frugal-Sync, Frugal introduces priority-
based proactively flushing algorithm that further decouples
the collective communication for host memory writes to
the background. Data shows that Frugal reduces collective
communication time by approximately 60-85% and reduces
host access time by about 98%. Consequently, the end-to-end
training throughput is further improved by 3.5-5.1×.

4.4 Overall Performance
Exp #6: Knowledge graph models (KG). Figure 13 illus-
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Figure 13. (Exp #6) Training throughput of knowledge
graph models.
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Figure 14. (Exp #7) Training throughput of recommen-
dation models.

trates the training throughput across different systems for
KG models. The cache ratios are set to 5% and 10%. For vari-
ous datasets and cache ratios, Frugal consistently achieves
significantly higher training throughput 1.2-1.5×, and 4.1-
7.1×, compared to DGL-KE and DGL-KE-cached respectively.
This demonstrates the efficacy of the Frugal technique,
where the proactively flushing design eliminates collective
communication and enhances training performance. Specif-
ically, Frugal can boost performance more on the larger
dataset (Freebase or WikiKG) since a larger ID space allows
more optimization room for asynchronous flushing. Notably,
the training throughput of DGL-KE-cached is up to 15.2%
lower than the vanilla DGL-KE. This suggests that simply
using existing multi-GPU caching on commodity GPUs can
lead to a slight decrease in throughput.
Exp #7: Recommendationmodels (REC). Figure 14 shows
the training throughput of recommendation models. Simi-
larly, Frugal consistently achieves significantly higher train-
ing throughput compared to PyTorch and HugeCTR, respec-
tively reaching 4.9-7.4× and 6.1-8.7×. The performance im-
provement is more pronounced for REC than for KG models,
which is expected due to the more memory-intensive nature.
Exp #8: Scalability. Figure 15 shows the training through-
put of all competitor systems across different numbers of
GPUs. First, the performance of systems with straightfor-
ward caching (DGL-KE-cached/HugeCTR) is comparable to
or even worse than that of systems without caching (DGL-
KE/PyTorch). It indicates that the benefits of caching are
outweighed by the overhead introduced by collective com-
munication. Second, after increasing the number of GPUs
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Figure 15. (Exp #8) Scalability of training. (a) KG: Free-
base dataset, (b) REC: Avazu dataset.
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Figure 16. (Exp #9) Cost efficiency of Frugal.

to a certain level (e.g., 4 in REC), systems without caching
are limited by the bandwidth of the CPU root complex and
the performance cannot scale up. Third, in contrast, Frugal
exhibits superior scalability on two workloads. Frugal can
enhance throughput by 1.2-4.9× across various numbers of
GPUs. However, due to the hardware limitations of commod-
ity GPU communication bandwidth, Frugal still can not
achieve fully linear scalability.
We currently do not consider cross-server distributed

training, since commodity GPUs are usually not equipped
with high-end NICs, which will cause the network to become
a bottleneck.

4.5 Cost Efficiency of Frugal
Exp #9: Cost efficiency vs. datacenter GPUs. To demon-
strate Frugal’s cost-effectiveness on commodity GPUs, this
experiment compares its performance on RTX 3090 GPUs
with existing systems on NVIDIA A30 GPUs (only showing
the best performance). Both A30 and 3090 are interconnected
with the same PCIe 4.0x16 link. Due to GPU resource con-
straints, we only evaluate up to 4 GPUs temporarily.

Figure 16 reveals that Frugal achieves comparable through-
put (89 − 97%) to datacenter GPUs. Considering the price
difference ($5,885 per A30 and $1,310 per RTX 3090), Frugal
improves the cost-performance ratio by 4.0-4.3×.

4.6 Sensitivity Analysis
Exp #10: Different flushing thread numbers. Figure 17
shows the REC training throughput of Frugal under differ-
ent numbers of flushing threads. The dataset is Avazu. The
training throughput initially increases with the number of
flushing threads (from 2 to 12), but then begins to decline
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Figure 17. (Exp #10) Sensitivity to the number of flush-
ing threads.
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Figure 18. (Exp #11) Sensitivity to embedding models.

(since 14). This is because the throughput of Frugal’s flushing
dictates whether the foreground training processes can pro-
ceed to the next training step. If there are too few threads, the
foreground process experiences extended stalls. On the other
side, too many flushing threads will divert CPU resources
that would otherwise be used for model computation, caus-
ing a drop in performance. In practice, we set the number
of flushing threads to 12, which achieves an optimal balance
between high training throughput and CPU efficiency.
Exp #11: Different DNN models. For KG, we evaluate 4
different graph embedding models, including ComplEx [42],
DistMult [50], SimplE [24], and TransE [15]. For REC, we
evaluate the sensitivity by deepening the number of DNN
layers in DLRM. Figure 18 shows the results. We observe that
the performance of Frugal is consistently better than other
systems across different models. Since our design mainly
targets the embedding part, it has no side effects on the
neural network part. Thus, changes in different DNN model
will only affect how much performance gain we achieve.

5 Related Work
Multi-GPU systems built for embedding models. Exist-
ing works commonly cache hot embeddings into multiple
GPUs to form a distributed caching [4, 9, 30, 36, 53]. They
can be classified by caching policy and access method.

For the caching policy, they can be classified into three cat-
egories: replication [45, 52], sharding [4, 9, 30, 33, 36, 51, 53],
and replication-sharding hybrid [8, 31, 38]. Replication pol-
icy replicates cache across GPUs, which is simple but can
not fully utilize the aggregated memory capacity of multi-
ple GPUs. Sharding policy shards hot embeddings to GPUs,
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which tends to result in some hot parameters being parti-
tioned to remote GPUs. Thus, the marginal performance
gain (from the increase of hit rates) from multi-GPU cache
capacity expansion is diminishing. To this end, replication-
sharding hybrid policy combines these two policies and se-
lectively replicates embeddings by solving an optimization
problem. However, both replication as well as replication-
sharding hybrid policies are only applicable to scenarios with
frozen embeddings (such as inference), due to the heavy syn-
chronization overhead imposed by replicas. Frugal pertains
to a sharding policy in essence. It reduces the overhead of
cross-GPU parameter access by proactively flushing.

For the access method, they can be categorized as message-
based [4, 9] and unified address-based [33, 51]. Message-
based systems query distributed cache via all_to_all col-
lective communication primitive, which becomes the bottle-
neck on commodity GPUs for limited communication band-
width (§2.1). Unified address-based systems allow each GPU
to load/store the data on other GPUs, eliminating redundant
data copies in the message-based systems. These systems
rely on unthrottled UVA features of datacenter GPUs andwill
not work on commodity GPUs. In contrast, Frugal takes full
advantage of the restricted UVA feature on commodity GPUs
to save communication overhead based on the proactively
flushing design.
Deep learning systems on commodity GPUs. Commod-
ity GPUs have been widely applied to the training and infer-
ence systems of deep learning models [17, 18, 29, 37, 39]. For
the training scenario, FTPipe [17], Harmony [29] and Mo-
bius [18] design sophisticated plans of pipeline parallelism
to achieve well load balancing across multiple commodity
GPUs [17] or hide the CPU-GPU communication overhead
caused by heterogeneous memory [18, 29]. Like Frugal, Mo-
bius also considers the collective communication bandwidth
bottleneck of commodity GPUs caused by the CPU root com-
plex, but alleviates it by mapping different pipeline stages
to different NUMAs. On the other hand, FlexGen [37] and
PowerInfer [39] focus on the inference scenario and enable
a single GPU to run ultra-large LLM with host memory of-
floading. They mainly focus on reducing the model swap
overhead between the host and GPU, by utilizing reasonable
scheduling [37] or the sparsity of model structure [39].
Unlike these works, which focus on dense models (e.g.,

LLM) that require dense parameter access, Frugal concen-
trates on embeddingmodels whose parameter access is sparse.
To the best of our knowledge, no prior works consider embed-
ding models, including recommendation models and knowl-
edge graphs, on commodity GPUs.

6 Conclusion
Commodity GPUs are highly favored for cost-efficient com-
puting power. Ideally, they are well suited for the relatively

low computational demands of memory-intensive embed-
ding models. However, the limited communication resources
hinder current systems to unleash their potential. We in-
troduce Frugal, a system designed for embedding model
training on commodity GPUs. By leveraging the proactive
flushing mechanism, Frugal effectively decouples critical
communication paths, significantly reducing GPU-GPU com-
munication overhead and CPU involvement. Through com-
prehensive experiments on recommendation and graph em-
bedding models, Frugal demonstrates more efficiency and
cost-effectiveness compared to SOTA systems.
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